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AGENDA

CodeWarrior Development Suite Overview
Open source

Configuration & validation Tools
- Board bring-up QCVS

Debug

- Bare metal debug 3 T A
- U-boot debug

- Linux app debug
- Linux Kernel & module debug

Analyze

and

Analysis
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CodeWarrior Family

QorlQ Tools

CodeWarrior for ARMvS

CW for § CW for § CW for § CW for
APP ARMv7 PA StarCore
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CodeWarrior Development Studio

A Complete Development Environment Under Eclipse

- Configuration & Initialization

Eclipse IDE

- Configuration Wizards
- Plug-In Architecture

- 3rd party community

Build Tools
- C/C++ Compiler

Tools

- SoC platform initialization and
configuration

Run Control
- CW-TAP

e'clipse

)—A Z
CodeWarrior

Debugger
- Multicore aware
- Cross-triggering

= Run/Stop of targets
simultaneously

- Access to all on-chip resources
- OS / Linux awareness

Software Analysis - Trace
& Profile

- Leverages chip capabillities
= Profiling Unit
= In system trace buffering

- Trace / Code / Performance
Viewer

- Offline trace visibility
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CodeWarrior Usage Scenarios

- CodeWarrior Development Suite targets NXP’s network devices.

- SoC and board bring-up
- Device and Linux configuration tools
- Device configuration validation and optimization tools
- Single core and multi-core bare-metal debugger
- Eclipse GUI and command-line interfaces
- SoC register details from the reference manual
- Bare-metal utilities: Flash Programmer, Connection Diagnostics
- Bundled with ARM EABI toolchain (Linaro) for bare-metal application development
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CodeWarrior Usage Scenarios

- Linux development
- GNU debugger compatible + extensions for Linux application debug
- SMP aware kernel debugging
- Linux kernel module development and debug
- Aligned with NXP SDK: Linaro GNU toolchain, integrated target debug agent
- Non-intrusive debug through trace
- Core and SoC trace sources: configuration, extraction, visibility
- Post-mortem debugging: offline trace
- Debug-print over STM
- Linux aware trace
- Performance Analysis
- Platform counter configuration and display
- Predefined measurement scenarios
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Open source
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Components of CW Tool Suite

- GDB: is used in debugger

- Debug Interface: Connection from the host to the target for debug
- Linux: UART or socket
- QorlQ-LS products bare-metal: CW-TAP

- Eclipse for C/C++: the IDE and framework to edit, build and debug projects.

- GNU ARM Eclipse plugins: integration of the GNU gcc for ARM into Eclipse, provides
panels and build tool integration including a wizard to create new projects.

- GCC ARM Embedded: compiler, linker, build tools and gdb, needed to compile and debug
source code.

- Cross Build Tools: some tools like ‘echo’ or ‘rm’ are not present by default on Windows,
this package closes that gap.

- CodeWarrior integrates with Yocto.
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GDB - Gnu Debugger

IS one of the most popular and used debuggers.

- GDB is free software provided by Free Software Foundation
- http://www.gnu.org/software/gdb/

- GDB can be used to find what is going on ‘inside’ another program while it executes — or
what another program was doing at the moment it crashed

- Current execution point context
- Program’s source code

- Registers

- Stack frames

- Program memory

- Variables

- Change program execution
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QCVS: Dissecting the Acronym

- Configuration of QorlQ processors is increasing in complexity
= QorlQ - All QorlQ SoCs products are supported
= Configuration - Tools for manually defining a configuration for key SoC HW and SW features
= VValidation - Tools for verifying and/or optimizing a configuration
= Suite - All these tools under one app, in one framework (Eclipse + Processor Expert)

- One release; one distribution; one installation.
-Version 4.9 is the latest QCVS release.
- QCVS is avallable with CodeWarrior
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QorlQ Configuration and Validation Tools

Eclipse-based tools for configuring, validating and fine-tuning QorlQ processors
during board bring-up
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QorlQ Configuration and Validation Suite

The configuration tools help you configure key HW and SW features in QorlQ designs

Pin muxing configuration tool
Configures available and used pins in SoC

Pre-boot loader / RCW configuration
Configures RCW and PBI

DDR Configuration & validation tool
Configures the DDR controllers, Shmoo controller properties to find optimal values and
determine margins

SerDes configuration & validation tool
Configures lane protocols and speed. Run BIST and built-in Jitter Scope to evaluate
and optimize SerDes configuration
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Why QorlQ Configuration Suite?

- Configuration of QorlQ processors is increasing in complexity
- Even more complexity is around the corner
-We support many configuration settings

- Reference manuals are huge and intimidating to new customers
- Configuration problems during board bring-up are HARD and COSTLY
- Learning command line tools requires more training, etc.

- Solution/Strategy to solve these problems:
- Extensible suite of tools with a common user interface
- Support NPl and new processor revisions, aligned with DN roadmap
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Pre-boot Loader

Configure RCW and PBI commands
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Pre-boot Loader (RCW) Configuration

File Edit MNavigate Search Run Project Processor Expert Window Help

rﬁ'v@| {Ev @E}?v W - v“j(::lv:v
E(\j Project Explorer &2 <,="=§| @ - — 0 %*Componentlnspector— PBL i1 % Components Librarﬂ

i~ P2041RDE
= Documentation

% ProcessorExpert.pe

B Properties Import]

v

¥ SRDS_EN [178]

SRDS_PRTCL [128-133]
SRDS_RIO_SPD [135]

0bl - SerDes enabled

(w04 - Bank 1: C-D: 2x 5GMN (1.25...

0b0 - 2.5 or 5 Ghps/lane

SRDS_RATIO_B1 [136-138] 0b011 - 40:1
SerDes PLL1 Clock 4,000 GHz
SRD5_DIV_B1 [139-143]

SRDS_RATIO_B2 [144-146] 0b011 - 40:1
SerDes PLL 2 Clock 5000 GHz

SRDS_DIV_B2 [147]
SRDS_LPD_B1 [152-161]
SRDS_LPD_B2 [162-165]

¥ SRDS_LPD_E2 - Lane A [162]
Y SRDS_LPD_B2-LaneB [163]
¥ SRDS_LPD_B2 - Lane C [164]
¥ SENS 1PN R? - lane N (1651

Ob0 - Divide by 1 off of Bank 2 PLL

Obl - Lane powered down
Ob0 - Lane not powered down
Ob0 - Lane not powered down

(ki) - | ane not nowered down

[ Generated_Code Name Value Details
= DPAAL ¥ Reset Configuration Word (RCW)
@ InitDdrRegisters 1.c RCW Source LBC FCM (NAMD flash)
[ p20#1_wl_1ds_ddr.c PLL Configuration
ddrCtrl_1.tel ¥ SerDes PLL and Protocol Configuration
PEL.phl SerDes Reference Clocks
= Imported_Files SD_REF_CLE1 [MHz] 100.0 100 MHz
[= Sources SD_REF_CLKZ [MHz] 1250 125 MHz

This property has to be set to the s.
This property has to be set to the s..
This property has to be set to the s..
Thiz nronerty has to he set tn the <.

5. Components - P2041RDE 23

=0

S -

4 [~ Generator_Configurations
# P2041 1 1_Cnf
[+ = 0%
4 [ Processors
b 4 SoC:P2041 411
PRon Cemponents

5 PBL:PEL
I NT1-HWNeviceTras

i Problems 52

1 error, O warnings, 0 others

Description

4 3 Errors (1 item)

3 ERROR: Error in the compenent setting. More details provided by Compenent Inspector for this component
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PBL Tool Key Features

- User friendly GUI for setting each RCW field and for entering PBI commands
- You can’t accidentally set field to a non-supported value

- Constraint checking

- Errata enforcement (no need to read to docs: RM and errata)

- Handles all packaging details (preamble, CRC, etc.)

- load PBL image from a working board and examine/tweak it.

- Numerous import and export formats supported (binary, SREC, XXD, and many
more)

- No need to worry about endiannes
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DDR Wizard simplifies configuration

( = New QorlQ Configuration Project 1 M ° From memory data Sheet.

DDR Configuration

Configured device P2020 -M aXi mum Speed rat| N g

Configure: |1st DDR Controller b - CapaCIty
e - Can read from SPD (validation,

@ Auto configuration

~) Import from memory file i_e_, ||Censed feature)

@ Discrete DRAM ") DRAM Module
DDR Controller DRAM Settings
Type DDR3 ~ DRAM Configuration per Rank | 1Gb: v

Data Rate S800MT/s = DRAM Speed Rating ,1333 ......
Ranks
Data Bus width 64 bits ¥

CAS# Latency (tCL) |6 clocks ~

I

tRP/ARCD 135ns v
["]ECC Enabled

Select 1st DDR Controller

@ Net> | [ Enish ][ Cancel
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View and edit DDR configuration

T Project Panel i3 = O (%% Component Inspector 52

= <}=Tﬁ>| B - Properties . Import | Export | Validation
a =% p2020rdb-pcal

& D ) Mame Value Details
s ccumentation
Device DOR_Controller_1 DOR_Controller 1
. = Generated_Code M ty DDR 3
emery type
Sources
P g ProcessorExpert.pe DDR Bus Clock 400 MHz DDF Data Rate: 800 MT/s
. i . P Type of DIMM Unbuffered DIMMs
4 & Configurations Bus mode 64-bit bus

# P2020_Cnf

(= Operating System 4 SDRAM Control Configuration

- Control Configuration 1
» Control Configuration 2
- SDRAM Timing Configurations

T ) r_'LDD Auto-adjust chip select addressin yes
= 4 Chip Select0 Enabled

4 Memory Bounds
Start Address ] -
Size 1GBE

4 Configuration

4 = Processors
. & SoC:P2020

Auto Precharge Always  ne

Internal Banks Mumber 8 internal banks

Mumber of row bits 14 row bits

Mumber of column bits 10 column bits

Q0T for writes configurati Assert Q0T enly during writes to C...
QDT for reads configuratic Mever assert ODT for reads

Partial array self refresh  Full Array

> Chip Select 1 Disabled
» Chip Select 2 Disabled
» Chip Select 3 Disabled
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Review DDR registers values
fﬁi i . i . ii;

DDR_Controller 1 |

Feg. name Init. value After reset

| 4 Peripheral registers
» DDR1_CS0_BMDS 0000003F 00000000
» DDR1_CS1_BNDS 00000000 00000000
» DDR1_CSZ_BMDS 00000000 00000000
- DDR1_CS3_BMDS 00000000 00000000
i DDR1_CS0_COMFIG 80014202 00000000
- DDR1_CS1_COMFIG 00000000 00000000
- DDR1_CS2_COMFIG 00000000 00000000
- DDR1_CS3_COMFIG 00000000 00000000
r DDR1_CS0_COMFIG_2 00000000 00000000
 DDR1_CS51_COMFIG_2 00000000 00000000
» DDR1_C52_COMFIG 2 00000000 00000000
» DDR1_C53_COMFIG_2 00000000 00000000
 DDR1_TIMIMNG_CFG_3 00030000 00000000
 DDR1_TIMIMNG_CFG_0 00330104 00110105
 DDR1_TIMIMNG_CFG_1 BEGBAEG 00000000
 DDR1_TIMIMG_CFG_2 OFASDOCC 00000000
i DDR1_SDRAM_CFG 47000008 02000000
- DDR1_SDRAM_CFG_2 24401050 00000000
 DDR1_SDRAM_MODE 00061421 00000000
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QCVS: DDR Validation Tool

- Run validation scenarios to automatically determine best value for key controller
properties, given a specific DIMM or the board’s discrete memory

= write leveling start

= clock adjust

= read and write ODT
= driver strength

- Run margins scenarios to determine confidence level

= Given the ideal configuration, how much of a “working range” (margin) does each byte lane have?

- Wide margins mean you can be confident DDR will work well under varying conditions—temperature and
voltage.

- Thin margins means low confidence. Board design may need fine-tuning

- Load setting from a working board then run validation and determine how much margin is
available
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DDR Validation Tool

‘% *Component Inspecter - DDR_mcl i3

EAM

Shmoos
Properties ﬁmpor‘c (Export (‘u"alidation pro perties to
determine and
Scenarios create ideal

4 [ = Validation stage configuration
% Centering the clock
[ Read ODT and driver % 100 %
[E5 Write ODT and driver
5 Operational DDR tests

Choose Tests] E.,‘_—_; E

Pass [ Total

34 ohm - full

legend: O E O @O

Summary . Logs Scriptq

Updated configuration registers Error capture registers
Mame Value
Validation MarginsJ ‘BRRCDR T ra0000a00 Script: BIST-1Write-1Read-Turnar:
ot atter eoch ccenan DDRCDR 2 0x00000000 Run: 1
ause after each scenario SDRAM_MODE 0x00041 14
Mame Value
’ [ Start Validation I | Pause ‘ [ ERR_SEBE 00000¢
B ERR_IMT_EM 0:00000(
Target [ ERR_DISABLE 0:00000¢
| System: B4B60; USBTAP idk - @ . & ERRDETECT  0x00000C
I+ CAPTURE_EXT_AD 0:00000(

R Tﬁt FSIJHS N S ARTIINE T A nAnnnne
’ Target Connections... I
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SerDes Configuration and Validation

- Heavily muxed SerDes lanes make choosing protocols and speeds painful

- PBL tool lets you graphically make these selections, but decision-making process is still very
complex and difficult

- Sophisticated new SerDes configuration Ul will make this much, much easier
- Load the existing SerDes setting from a board and then run validation test on it.

- With 10G and up, signal integrity becomes a serious concern. NXP SerDes (Lynx) have
BIST and Jitter Scope features.

- New SerDes Validation tool will give users a sophisticated GUI front end to the validation features
built into the SerDes modules

- Graphically see how clean the signal eye is
- Manually fine tune electrical properties to get a cleaner eye
- Many test patterns supported
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SerDes Configuration and Validation (1H 2015)

[Bamic) Advanced
| SerDes € onfiguration and Validation
e Lane 0 4 Lane 1 < Lane 2 Lane 3 1 Lane & 4 Lane 5 1 Lane & 1 Lane 7
> | R T | Rx x| R ™ | R Tx | R T | R Tx | Rx Tx
| PCle25  PClel5  PCle25 | PCle25  PClel5 | PCledS  PClel5  PCle25  SRIO23  SMIO25  SRIO2S  SRIO2S  SRIO2S  SRIO2S | SRIO2S | SR
® | © ® @ ® (&} (] @ o o o (2] o @ ®
) ® | & | & 2 = =2 =2 2 < ) < <> L) L) 2
L1 [ T - - =] =] = 4 = z ¥ v = [ =] )
L2} O & l 8] O ] O 0 ] - [ ] ]
«| . | '
Lane 0 Configuration| Validstion
Protocel  PCle - [V Set 2 first lane
Trarmmitter Receiver
Outpsd Ctrt  |Enabled. =/ ReT |HZ ar = Equslization z -
[l invert date 7 Iavert date " Boost
Equalization Electrical idie Gaink2
Type leven Treshod  [Viow s 65m¥ Vhigh s 175m¥_ ] Source [Use meq N
PreCursorsign | Negatve =/ Enter sdle filer | ~1 microsec Majosity Filter - vatue [0+ f ol
e ) |
PreCursor ratio | No equalization ~ Ext idle fites | B0 Ul Gitch Free Filter Dats stopped = Gaink ;
PostCursor sign |Postive = Source |Uise 1% 3
PostCursor ratio | No Equalization Value m ie
Adaptive equalzation 48 «| Offgat

ot 01
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Bare-metal debug & flash
programing




Bare-Metal Debug

Target interface to real hardware /
simulator

Lightweight debugger engine accessible
from both GUI and command line

Compatible with the GNU debugger front-
end

Standard set of memory/register access
commands + monitor extensions

Simultaneous connectivity with multiple
clients

Single- and Multicore support

(gdb) break
main.c:10

(gdb) continue
Continuing.

(gdb) monitor
flash AM29F002B
(gdb) erase

done

fty
tcrnal

Target Access
Proxy

0S

Awareness

Debug Command
Server
Low Level access

Flash
programmer

~
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Flashing u-boot image to the Target (1)

There are possible 3 ways to flash something in flash

1. Flash Programmer GUI
2. GDB CLI
3. GDB Eclipse

To use Flash Programmer GUI:
A. connect to target

B. Click Flash Programmer icon

B Target Conneckions 23 %% h {, L0 wE S
List of available target configurations, only one can be active at a ment

Board A Device | Connection Details | Deactivat |

%) LS2085A_RDB_FTE LS2085A

B4 LS1023A_QDS | LS1023A
File Edit MNavigate Search Project YoctoProjectTools Run Window Help

 Add |

1 - w0 TR i ol IR AL T =N A -

! 4% Debug =2 ) ﬁ. i+ & v = 0

v [c]LS2085A_RDB__FTF_Connect [GDB Hardware Debugging] Flash Programmer
¥ i¥ Process [1] [cores: 0]
¥ f* Thread #1 1 [core: 0] (Suspended : Signal : SIGINT:Interrupk)
= 0x0
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Flashing U-Boot Image to the Target (2)
_loix

Perform actions on the flash device

Device Info
basze address: 0x580000000
size: Ox2000000 (1258,00ME)
sectors: 1024
Sequence | sector size: 0x20000 (128.00KE)
geometry: 16x1
features: erase;erase_chip;dump;write;protect;unprotect;

Connected to: L52085A, cwtap: fsl03afla

Devices: |529GLO1GP (NOR)

Action: IProgram j File: IC:‘I.ubmt.bin

Add Action || Madify Sction |

Action | Description
Program 0x37f58 bytes from C:\uboot.bin at 0x
Unprotecting....

Unprotect 594.81KE in 0,145

fl_erase Ox 100000 0x%4b3d

Erasing....

Erase 594.81KE in 2.52s5

fl_write 0x100000 C:\u-boot-nor. bin -s 0x%4b3d
Writing...

Write 594.81KB from C:u-boot-nor.bin in 12.99s
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Using Flash from Command Line

1. Edit CW_ARMV8/ARMv8/gdb_extensions/flash/cwflash.py with your board and
connection settings

2. Start GDB console from CW_ARMv8/ARMv8/gdb/bin/aarch64-fsl-gdb.bat
- cd ../../gdb_extensions
- source flash/cwflash.py

3. Issue following command:
- fl_write --erase 0x100000 {u-boot_image path}

- Wait a few seconds for the confirmation message
- You are ready to debug U-Boot
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CodeWarrior: U-Boot Debug

/

IDE, Build, Debug,
Trace, Analyze

%> bp relocate_ code
%> setpicloadaddr
Oxbf£f7£000

Debugger

« CW project: import U-Boot elf
* Run Control: run/suspend/step
* Breakpoints

* Registers View: GPR + SoC

registers
\_ g

N

LS2085A \

SoC/Board
ARM
A57
Peripherals

Debug Probe

NAND

%

console »

U-Boot 2014.01-gb330cec (Apr 18 2014 - 17:38:22)
CPU: NXP QorlQ LS2085A, Version: 1.0, (0x87080310)
Clock Configuration:

CPUO(ARMv8):800 MHz,

Bus:400 MHz, DDR:400 MHz,

Board: LS2085AQDS
1I2C: ready
relocate start




U-Boot debug - features

- U-Boot bring-up and debugging
- Import U-Boot ELF with symbol information
- Debug from first U-Boot instruction (in flash)
- Debug after U-Boot relocation in RAM / relocate symbols
- Debug to console prompt
- Debug to kernel hand-off
- Registers View: GPR + SoC registers

- Debugging features:
- Run control run/suspend/step
- Breakpoints, in any ARMv8 EL mode
- Disassembly, Memory view, Variable View, Expressions
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U-Boot Debug — Debug Overview

U-Boot Awareness

- A single U-Boot debug session while the user is not aware about any stages or
relocation offsets.

- The debugger automatically detects each U-Boot stage and performs the corresponding
action.

- The user can visualize meaningful U-Boot information about: U-Boot version, build time
or memory information

- Target image vs. ELF image version check

- Demonstrate a full U-Boot debug session

- Debug from the first instruction after reset, to U-Boot entry point, running from Flash, after
relocation to DDRAM and until U-Boot prompt is available

- All is done in a single debug session with no other changes
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U-Boot Debug — All stages

- U-Boot
Awareness allows
setting SW

breakpoints to
DDRAM before
DDRAM
Initialization and
before U-Boot
relocation to
DDRAM

DDRAM mitialization

| 1113 &

u-boot booting
(time)

u-boot run ﬁ?ﬂﬂ

-ddram_address>

detects that SW
breakpomt can be us

SW breakpoint hit

SW breakpomt hit: notify v

PUBLIC
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break <ddram_address>

+--| tngger:

Ser

SEOYRS
{lu'Js would  normally

- Invalid access to not
iitialized DDRAM
when setting SW break

- SW break would be
overridden after copying
u-boot to DDRAM /

SW breakpoint hit
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Linux kernel debug




/ S Tarmd (I T MM D] [ T ol ol s D g s e Lo Ttk ,\

.
Eclipse e o
T 1 Uwtaceon| Pemet e 3 _FI00 a0 | 0N TEM IS 56 Tl
WD 247 T

Linux Kernel Awareness

uuuuuuuu

1
il
i

A psh e Am A

- Linux Kernel Awareness features kernel EX i S peememe |
threads information = o
- Kernel modules list EE_Smsd T
- Kernel threads list K
-MMU awareness

- Kernel module debug, module insert/remove
detection

g3 520

] CW Linux KA
> scripts

(gdb) break
start_kernel
(gdb) continue
Continuing.

- Available from Eclipse GUI and command
line in debugger console

Host PC (local/remote)
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Linux kernel debug - features

- Linux kernel awareness

- Debug from Linux kernel entry point

- MMU enablement detection

- SMP debugging

- OS resources

- Registers View: GPR + SoC registers

- Debugging features:
- Run control run/suspend/step
- Breakpoints, in any ARMv8 EL mode
- Disassembly, Memory view, Variable View, Expressions
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Linux Kernel Debug — MMU Awareness Capabilities

- CodeWarrior automatically

- Detects the point where MMU initialization is
done

- Computes and applies the relocation offset

- The user is not aware of two debug
configuration settings: before or after
MMU initialization.

- No difference between debugging before
and after MMU initialization

- No special action is required when moving
before and after MMU initialization

-No need for the user to know the current
MMU initialization state and to manually
apply the relocation offset

Linux before MMU
initialization

Address: Oxffffffe0 Oxxx xxxx
Linux after
MMU nitialization

Linux boot

CodeWarrior Debugger

User Experience

- Single debug session before

and after MMU initialization

- No difference between
hefd,:e‘ and  after  MMU
initialization

X " i.‘*, ('..\‘ T = D ;

I Dabug_vminux [GDB Hardware Debuggng]

P Thread [1] 1 [core: 0] (Suspended : User Request) [

= __turn_mmu_onl) at head S 480‘0-80080384 |

4 ':_, nit [1] [cores: 0]

(¥ Thread [1] 1 [core: 0] (Suspended : User Request)

= __mmap_switched() at head 5:645|0xffiff cO00080594
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Linux Application Debug

Linux User Space

Debugged Application

Simulation Arm
Model v8

(gdb) break main
(gdb) continue
Continuing.

tio_console

root@NXP $ uname -a

Linux NXP 3.12.0+ #1 Wed Feb 26
09:45:41 IST 2014 aarch64 GNU/Linux
root@NXP $

root@NXP $

root@NXP $ ./myLinuxApplication
running Linux Application

KCW project: project wizard

-Eclipse DSF — automatic download and
launch application

-Run Control: run/suspend/step
-Breakpoints

KRegisters View: GPR registers
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CodeWarrior— Debugging ARM Target

Debug - simple_linux_app/src/main.c - CodeWarrior Development Studio for QoriQ LS series - ARM V8 ISA

File Edit Source Refactor Navigate Search Project Run Window Help

['ﬁ - |oio w® O B N =BG i b | #&. v 0 v q v @ = Q'-’ v =1 2
&  Bc/c++ | 35 Debug)
L A J e
3# Debug = i € Y = B % Bre anPeri ®-Vari MiRegi X s Mod = O &5 osResources X = [
v [c] simple_linux_app [C/C++ Remote Application] t R MM e & v Processes (v |8 ~
o : ;
v i simple_linux_app.elf [1781] [cores: 6] i Siliia Des/ | Pidv | User R
v o Thread #1 1781 [core: 6] (Suspended : Breakpoint) S —— P T
= z i x0 i 0x1 (Hex) 1 root Process groups
= main() at main.c:29 0x400558 ) S hread
2] oot X1 | OXFFFFFFFFFC78 (Hex): Threads
s Remote Shell 3 root File descriptors
1010 H §
5 /home/b32721/F le/CW4NET_v2015.05_b150430/c X2 | OXFFFFFFFFcas (Hex)
»s /home/ /Freescale/ Vv = / 5 e e 4 - sockats ]
; 5 root Shared-memory regions H]
[ mai g 6 root Semaphores 0]
lg main.c & B = Disassembly X = root | Message queues ]
25 A RN 2y == RSN
¥r6c int Enter location here g (BB S = 8 root | Kernel modules
- 27 main(void) - 9 root 0 [rcu_bh]
8 10  root 0 [migration/0]
%29  printf(”Hello ARM World!" "\n"); » 0000000000400558: ~ adrp x0, 0x400000 B — it " [watchdog/0]
{30 return 0; 000000000040055cC: add x0, x0, #Ox600 ‘ g
1311} > 0000000000400560: bl ©x4003e0 <puts@plt> '~ 12 root 1 [watchdog/1]
L 13 root 1 [migration/1]
& console % = ©  #RemoteSystems X = g ¥ |root 1 [ksoftirqd/1]
== o= 16 root 1 [kworker/1:0H]
P D ER | [l | v e, @ S = &
£ & i (g8 ¢ 8 - £ &l = S ¥ a7 root 2 [watchdog/2]
simple_linux_app [C/C++ Remote Application] Remote Shell » Ef Local © 18 root 2 [migration/2]
root@ls2085aqds:~# chmod +x /home/root/simple linux_app ° v . scpConnection .
Process /home/root/simple linux app.elf created; pid = : '&. B : L o o [ksoftirqd/2]
Listening on port 1234 » *%Scp Files 20 root 2 [kworker/2:0]
Remote debugging from host 192.168.1.1 T Ssh shells 21 root 2 [kworker/2:0H]
#® ssh Terminals 23 | rant > Disssbabdan/ol =
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Two ways to run GDB

Target (self-hosted)

- GDB runs on the target (DUT)
-E.g. Target OS: Linux

- Debugs an application running on the
same system

- Interface with the target system using
other applications

-telnet into the target system to run GDB
from the Linux command prompt

Native (Host)

- GDB runs on the development host

-Host OS and Target OS are not
necessarily the same

- Remotely debugs an application

running on the target

- Socket connection or UART connection
over the OS’s drivers and interface
carries GDB commands and responses

-Host GDB communicates with target
GDB server
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GDB Self-Hosted Target Debugging ARM Target

Host J [ Target GDB

Telnet,
Terminal, etc

Remote terminal connection

s e )y kAL 3
| Host Embedded Target

/home> gdb

Target $ gdb myProgram
telnet 192.168.1.101
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GDB Host Remote Debugging ARM Target

Host cross
GDB J [ Target GDB

gdbserver

(+ ddd, Eclipse) GDB remote protocol
- Requests

- Notifications
Tl S - Data Exchange

- Z < ‘lHost

Target $ gdbserver :1234 myProgram
(gdb) target remote 192.168.0.1:1234
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Linux application debug — features

- gdbserver Debug agent
- User-space application
- Debug scenarios supported
- Download, start & debug application from main
- Attach to a running process
- Features
- Read/write memory, registers, variables
- Threads creation/death detection
- Shared libraries awareness
- Configurable signal policies
- 1/O redirection
- OS Resources
- CodeWarrior — GDB server interaction
- Ethernet connection
- Serial connection\
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Linux application debug — Prerequisites

QorlQ LS board

Linux running on the target

Network connectivity inside Linux

GDB server debug agent on the target

Ways of putting GDB server on the target

- GDB server is included by default in the SDK image — no change required

-Compile GDB Agent separately
= bitbake —c cleansstate gdb

= bitbake gdb

= Use SCP to put GDBAgent on the target (we'll find the ELF in <YoctolnstallationPath>/fsl-qorig-
sdk/build_|s2085ardb_release/tmp/work/aarch64-fsl-linux/gdb/7.7.1+fsl-
rO/build/gdb/gdbserver/gdbserver)
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Linux Trace

- Static probe points strategically located inside the kernel code
- Register/unregister with tracepoints via callback mechanism
- Can be used to profile, debug and understand kernel behavior

- Trace synchronization
- Time correction
- Multi-core
- Dependency analysis, delay analyzer
- Dependencies among processes
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Linux Probe-less Trace

- Based on a software probe
- Linux cross-compiled application
- CW and SDK component

- Advantages
- Speed
= contains only what is needed
- Speed
= all services are hosted on target machine
- Nonintrusive
= N0 need to instrument the target application
- Simple API
= can be effortlessly integrated into any testing framework
- Data-driven
= the configurator and probe can be easily tuned up using xml files
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Linux Probe-less Trace — Hardware setup

QorlQ LS board

Linux standalone application
included in CodeWarrior and
QorlQ SDK

Ethernet cable + 1inux.armv8.satrace

Hardware Probe using JTAG
(E.g. CodeWarrior USB TAP)

PUBLIC | 52

L |



Debug Print — Fundamentals

Debug Print consists in:

- Server side: running on target Linux OS for collecting Kernel Ring Buffer logs and
application messages to standard output;

- Client side: running under CW for getting data out of the server, display and various
configurations

( Linux OS running on N ( CW ARMVS8 running )
QorlQ LS board on Host PC
Client for |s.target.server
'ﬁ‘Conﬁgure Debug Print s
Server side

Server Address: 10.171.72.220

Server Port: 5000
TC P/I P over Eth Target Description: localhost
b 1 [ ok

][ Cancel ]
No Debug Probe

libls.linux.debugprint.lib.so — Debug Print Viewer

%% Debug Print 32 & By ._'-'|||5ﬁ=' |
redlrect user Space appllcatlon 1196. <DBG> 794.386210 reflector(1935):
1137. <DBG> 794.386211 reflector(1935): Starting refl
messages to IS.target.Server 1193, <DEG> 795.668816 reflector(1935):
L ) L 1199. <DBG> 795.662512 reflector(1935): Number of thr )
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Debug Print Considerations

- Debug Print Client can show up messages from Kernel, Modules and User
Applications in a easy straightforward fashion allowing filtering based on

source/timestamps/keywords

- Attaching like use cases to a running application is not supported since the Debug
Print redirect library must be loaded before application is getting started
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CW-ARM: Performance Analysis / Scenarios Tool

Optimized workflow for efficiently narrowing down performance issues anywhere on the system

Customer Benefits

» System Optimization for
Cores and SoC
» Complexity Abstraction

* Delivers FSL expertise to

users .
» Ease of Use

* Probe-less, field based

usage.

e Streamlined to solve

several performance
issues

Key Features

» Stand alone or bundled
with CW

» Performance Analysis
including visualization

» Connection auto
discovery

* “Canned” measurement
scenarios

* 100+ scenarios covering
Core and SoC blocks

» User defined
measurement scenarios

« Compare pairs of runs

 Graphically visualize all
measurements

* “Live” view of events and
metrics

» Supports “bare metal” or
Linux applications

* Python scripting support
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Devices supported

- P2040, P3041, P5020x P5040, «LS1020A, LS1021A,
P4080 (Revs 1,2) LS1022A

- T1040,T2080 - LS1043A

- T4240 (Revl, 2) - LS2080/40A

- B4860 (Rev 2, 2.1) - LS2085/45A
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Summary

Development

CW Profiling
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