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SCOPE

This presentation is to introduce a way to start your study of machine learning.
Purpose here is to start by seeing the Neural Network not the mathematics.

Introduce the architecture, visual view of Neural Network.

No details like Activation ReLU,tanh, sigmoid in this presentation, Reqgularization L1, L2.
Actually, hope you explore those details by yourselves.
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Neuron model:logistic unit

Neuron model: Logistic unit . - Neuron in the brain
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Note: Neuron in the brain activation is non-linear
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Neural Network

Neural Network

Note: Connections have weights
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Neurons are in hidden layer
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Neural Network ). Wit iBhareit :
- a; “activation” of unit 7 in layer j

— @) = matrix of weights controlling
function mapping from layer j to

layer j + 1
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Tensorflow Playground

http://playground.tensorflow.org/

o Epoch Leamning rate Activation Requilarization Regularization rate Probiem type
>l
000 ,OOO 0.03 Tanh None 0 Classification

DATA FEATURES 4+ — 2 HIDDEN LAYERS OUTPUT
Which dataset do Which properties do Test loss 0.528
you want to uca? you want to feed in? e Tl Training loss 0.534

Exclusive or
4 neurons 2 neurons

: 4 , ‘e
test data: 50% : ( P et .
- o x L

Ratio of training to = = “, % a0 »
X - .. .
X - The outputs are
mixed with varying . S ,0‘. g k3
weights, shown . 2 OO0 e
Noise: 0 hick A P
X232 T by the thickness of =S - ®
the nes o® w % * e ~
-~ .:.:,.‘ .. ::ocoo
( o0t e RS
Batch size: 10 X1 Xz N This is the output ;
from one neuron
0

Hover to see it
" farger.
sin(X1)

REGENERATE
Colors shows

data, neuron and

sin(Xz) A
A SR A oy



1st Game: Gaussian, X1, Linear, Classification

Only X1 for features, no neurons in hidden layer

,D ° Epoch Leaming rate Activation Regulanzation Regularization rate Problem type
>l

000,325 0.03 Linear None 0 Classification
DATA FEATURES + — 0 HIDDEN LAYERS OUTPUT
Which dataset do Which properties do Test loss 0.006
you want to use? you want to feed in? Training loss 0.002
X
L 3
»
Xz
Ratio of training to
test data: 50%
Kz
Noise: 0 Xoz
Batch size: 10 WKz
sin(X1)
REGENERATE

Colors shows
sin(Xz) data, neuron and | W l

weight values.

M Shrw test data M1 DNicrratize cndnnt



1st Game: Gaussian, x1, Linear, Classification(Cont.)

2 blue points and 1 orange point are incorrect.
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2nd Game: Gaussian, X1, X2,Linear, Classification (Cont.)

-+ — 0O HIDDEMN LAYERS OoOuUTPUT

FEATURES
1 Test loss 0.968
Training loss 0.923

Which properties do
you want to feed In?

o X1, X2 work
o together

AL NN B L W |

L S RSN Y SRR
L 1 Test loss 0.799
Training loss 0777

Which properties do
you want to feed in?




2nd Game: Gaussian, X1, X2,Linear, Classification

X1, X2 for features, no neurons in hidden layer

O Epoch Learning rate Activation Regularization Reqgularization rate Problem type
4|
U U U ) 1 34 0.03 Linear None 0 Classification
DATA FEATURES + — 0 HIDDEN LAYERS QUTPUT
Which dataset do Which properties do Test loss 0.000
you want to use? you want to feed in? Training loss 0.000

e -
’ e

Ratio of training to

test data: 50% o
Noise: 0 X2
Batch size: 10 X1X2

sin(X1)

REGEMNERATE
Colors shows

data neanrmn and _ _'



2nd Game: Gaussian, X1, X2,Linear, Classification (Cont.)

X1, X2 for features, the classification could be 100% correct.

o — N w I (%}

[} \ ) ' | \
()} (8] La w N -
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3rd Game: Circle, 2 neurons(tanh), Classification

O Epoch Learning rate Activation Regularization Regularization rate Problem type
4|
000 y 1 39 0.03 Tanh None 0 Classification
DATA FEATURES + — 1 HIDDEN LAYER OUTPUT
Which dataset do Which properties do . 1 Test loss 0.319
you want to use? you want to feed in? Y- Training loss 0.215
Py 2 neurons
"'%.;'

2
x
I
1
/
/
i
|

—_— ———————
——— e
- —
e ]
- =

Ratio of training to .

test data: 50%
X1z This is the output
from one neuron.
Hover to see it
MNoise: 0 Xao larger.
Batch size: 10 X1Xa
sin(X1)
REGENERATE
Colors shows
sin(Xz) data, neuron and _L . 1L

wieinht valiies



3rd Game: Circle, 2 neurons(tanh), Classification(Cont.)

It is very clear. The classification is not good.
We have put 2 neurons(tanh), still cannot get satisfied

result.

Why? Let’s check each of the neuron.
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3rd Game: Circle, 2 neurons(tanh), Classification(Cont.)
By checking the each one of the neuron. 2 neurons are not enough. Let's add

one more neuron to do again.

FEATURES -+ — 1 HIDDEN LAYER

Which properties do
you want to feed In?

L A——

This is the oulput
from one neuron.
Hover to see it

X2 larger.
XXz
sini X411
FEATURES -+ — 1 HIDDEN LAYER

Which properties do
you want to feed in?

2 neurons

= &

This is the output
from one neuron.
Hover to see it
larger.

Koo

sin(X1)

QUTPUT

Test loss 0.319
Training loss 0.215

neuron 1 neuron 3

. neuron 2
OUTPUT
Test loss 0.319
Training loss 0.215
::'." 0
I m
4 2 [i] 2 4



3rd Game: Circle, 2 neurons(tanh), Classification(Cont.)
3 neurons working together.

FEATURES + — 1 HIDDEN LAYER OUTPUT

Which properties do . ' Test loss 0.053
you want to feed in? + - Training loss 0.045

3 neurons

This is the output
from one neuron.
Hover to see it

larger.

X
-

sin(X1)



4rd Game: RelLu vs Sigmoid

FEATURES == — 1 HIDDEN LAYER
which properties do L

wyou want to feed in?

“+ —

3 neurons

-— _— -
‘,‘—l_-— - ‘—#ﬂ-- -
—-'-l--...,._‘_-‘“-.-_‘ "x__x‘-'-“‘- -
— ~——
. e — T RelLU
x e — e LT
1 ——
-
7 C This is the output
frorm one meuron.
Howver fo see it
farger.
T e
FEATURES -+ — 1 HIDDEN LAYER

VWhich properties do L

you want to feed in?

_l__

3 neurons

x, e e e e R — - 1 I O B
-"""--.-... e —— - "
- Sl - . o

This is the output
from one neuron.
Hower fo see it

larger.
XX

ouUTPUT

Test loss 0.012
Training loss 0.006

ouTPUT

Test loss 0.025
Training loss 0.025



4rd Game: RelLu vs Sigmoid (Cont.)

Sf(x) = max(0, x)

RelU

10

o(x) = 1/(1 + e™*)

Sigmoid

=10

-5

Output with RelLU

1o —10

Please pay attention to the Shape

Try to think about Spir!



4rd Game: RelLu vs Sigmoid (Cont.)

Muted

Like to say muted ranther than dead neuron

16
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ReLU

Yi =T

|
Leaky ReLU/PReLU
Leaky ReLU(a = 0.01)

Yi = T4

Sigmoid

L0k
OHr

0AH

almost muted




5th Game: RelLu vs
R ° .

DATA

WWhich dataset do
wou want to use?

Sigmoid Speed

Activation

Learning rate Regularization Regularization rate Problem type

Epoch

000,274

Classification

0.03 ~ RelLU -~ None - [e] -~

1T HIDDEN LAYER (@]

Test loss 0.014
-+ —_ Training loss 0.009

3 neurons

- e ——————
p————— :‘—-?_

S J— S——
— ———— s i o -
ST _ ——
_ =________.._..—-- ~— —_— -
iy S
Ratio of training to "'--—.r_,__ o~ -
test data: S50% —— S —

— e

MNoise: 0O

Batch size: 10
—e

REGEMNERATE

D >

DATA

wvvhich dataset do
wvou want to use?

Leaming rate

0.03

FEATURES

VVhich properties do
yvou want to feed in?

Activation

Sigmoid

e & !

This is the output
from one neuron
Howver fo see it
larger.

Regularization

~ None -

HIDDEMN LAYER

-+ —

3 neurons

~—
", "
R S — e e
>z —————mTT S~ - &%
. —— S~ e
Ratio of training to —— ~—— - “.
test data: 50% - -ﬁ____ ~—— s

— e

MNoise: O

e s s T

o
e

This is the oulput

—_— = ‘-:“

Caelors shows
taa, neuron and J ‘;
weight values.

a
[

Regularizagion rate FProblem type

(o] - Classification

est loss 0.024
Training loss 0.01

- from one neuron
Howver fo see it
Batch size: 10 larger.
—e P
|
o]
REGENERATE SN, )

Colors shows
data, neuron and _
weight values.




6th Game: Watching RelLU, tanh, Sigmoid in neurons

O Epoch Learning rate Activation Regularization Regularization rate Problem type
4
000,000 0.03 v Linear v None v 0 v Classification v

DATA FEATURES YER QUTPUT

Which dataset do Which properties do Test loss 0.656
you want to use? you want to feed in? + Training loss 0.692
Jqﬁ J neurons

A ::ﬁ} #

Ratio of training to ~——

test data: 50% ] T .

—e X, T

Noise: 0 §
o X, This is the output

B from one neuron.
Hover fo see it

Batch size: 10 larger.

XX
_. 2




6th Game: Watching RelLU, tanh, Sigmoid in neurons(Cont.)

f(x) = max(0, x) + - ol(x) = 11 + %)

Sigmoid e ;
o4r -

Blue Only
Blue Only
_|_ —
3 neurons ) tanh(x) = 20(2x) — 1 + .
Llnear 50% B|Ue Lot g e 3 neurons
-/
50% Orange "y

J Blue and Orange L
Not 509% to 50%

RN




/th Game: Spiral

O Epoch Learning rate Activation Regularization
4
000,000 0.03 - Tamh - L2

DATA FEATURES + — 2 HIDDEN LAYERS
Which dataset do Which properties do
you want to use? you want to feed in?
+ - + -
T neurons 2 neurons
P e ——— 2
1 - — ‘.'_,.r-- -
@ |:| KR u - e
; P — -
\\\ //;‘{‘-L"' e e |
o -l »
Ratio of training to \ o
test data 50% \ _~
2 i ==
—e X'I “ "*-\\ ¥ o Click anywhere to edit.
i
N X Weight is 0.43.
Noise: 0 X2 "\‘ X The outputs are
() Z Y \ == mixed with varying
" 3 ,f;’" weights, shown
Batch size: 10 A /\(// by the thickness of
atch size: XX, E \'_’/.a'h\ ihe lines.
_. // \I(/ \“

sin(X,) e T

1 .-r"// ! \\ \“"u-..
REGENERATE Sln(X1)I - ZATAAN u
rd
7

Regularization rate

0.03

Problem type

- Classification

OuTPUT

Test loss 0.503
Training loss 0.506

@ ele e,
o
o® C [N
.
;«.' n® 0.
. & .
= [ ]
.‘? : ‘\.‘ ey [ ]
& » -
S T e
R o T
s 8 § H
) Moo s 3
% r-‘J b o s
% 4 ey a¥ o* .-;
'. L1 ta
% o

o mqee?

Colors shows F
data, neuron and !
weight values. '



/th Game: Spiral (Cont.)

With the training, the weight changing.

Q-

DATA

Which dataset do
you want to use?

®

Ratio of training to
test data: 50%
@

MNoise: 0
@

Batch size: 10
@

REGENERATE

Epoch

002,244

FEATURES

Which properties do
you want to feed in?

Xi%2

sin(X,)

|
.

sin(Xx;)

1]

Learning rate

Activation

Regularization

NOE0E

0.03 - Tanh - L2

+
|

7 neurons

2 HIDDEN LAYERS

_|__

2 neurons

= ————————————— == = e e e e e e e
-~ ,f’:"'-‘-—. f‘-
.ﬂ

e -

S

g g

Click anywhere to edit.
Weight is 0.56.

- 7/
// f// <

The outputs are
mixed with varying
weights, shown
by the thickness of
the lines.

Regulanzation rate

0.03 -

ouTPUT

Test loss 0.096
Training loss 0.059

Colors shows
data, neuron and
weight values.

Problem type

Classification -

e/ einie’y
o
5



/th Game: Spiral (Cont.)

@,

Ratio of training to
test data: 50%

@

Noise: O

Batch size: 10

_.,

REGENERATE

S >l

DATA

Which dataset do
you want to use?

Ratio of training to
test data: 50%

s 4

Noise. O

Batch size: 10

-,

REGENERATE

7 neurons

Epoch

002,244

Learmmng rate

0.03

FEATURES

Which properties do
you want to feed in?

+_

7 neurons

2 neurons

Click anywhere to edit
Weight is 0.43.

The outputs are

. mixed with varying
4 weights, shown
Dy the thickness of
the lnes

Activation Regularnzation

-~ Tanh -~ L2

= = 2 HIDDERN LAYERS
+ p—

2 neurons

X,
x>

2

2 SR The outputs are
2 e = 4 mixed with varying

= /;/ weights. shown
S - Dy the thickness of
/
X, X5 FL7 the lines
\ - /// /,
\
e == S
~———— o =,
- e - /
sin(X,) >,
"~ //
. ///
-
—
sin(X5) - B

Colors shows
data, neuron and
weight values

Regularization rate

0.03

ouUTPUT

Test loss 0.096
Training loss 0.059

Colors shows
data, neuron and
weight values

T 1

Problem type

Classification




8th Game: Overfitting & Regularization

o Epoch Learning rate Activation Regularization Regularization rate Problem type
>
000,000 0.03 -~ RelU - | None - | o1 - Classification -
L1
L2
DATA FEATURES + — 1 HIDDEN LAYER OUTPUT
Which dataset do Which properties do Testloss 1.177
you want to use? you want to feed in? i Training loss 1.145
_._-;“":-*5._ 8 neurons
5. -
X4
X,
Ratio of training to
test data: 50%
@ X,
Noise: 50 5
® X3
Batch sizMax Noise 50
— X%z
REGENERATE sin(X,)
Colors shows
. data, neuron and l | L
sin(X,) L oo 1 0 1

Use Logistic Regression

to see it clear Jata Discretize output




8th Game: Overfitting & Regularization (Cont.)
Regularization: None no noise

; Ove‘r"fittitn'gt " |deal result
oo ‘restricte :

- # #
Want to get every Our wish 3 result is close to #2

Blue Point #3 Is better than #1

Regularization: L2, Rate:

0.1
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