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SCOPE

This presentation is to introduce a way to start your study of machine learning. 

Purpose here is to start by seeing the Neural Network not the mathematics.

Introduce the architecture, visual view of Neural Network. 

No details like Activation ReLU,tanh, sigmoid in this presentation, Regularization L1, L2. 

Actually, hope you explore those details by yourselves.
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Neuron model:logistic unit

Note: Neuron in the brain activation is non-linear
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Neural Network

Note: Connections have weights 

Neurons are  in hidden layer
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Tensorflow Playground 

http://playground.tensorflow.org/



PUBLIC 5

1st Game: Gaussian, X1, Linear, Classification

Only X1 for features, no neurons in hidden layer  



PUBLIC 6

1st Game: Gaussian, x1, Linear, Classification(Cont.)

2 blue points and 1 orange point are incorrect.
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2nd Game: Gaussian, X1, X2,Linear, Classification（Cont.）

X1, X2 work 

together
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2nd Game: Gaussian, X1, X2,Linear, Classification

X1, X2 for features, no neurons in hidden layer  
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2nd Game: Gaussian, X1, X2,Linear, Classification（Cont.）

X1, X2 for features, the classification could be 100% correct.
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3rd Game: Circle, 2 neurons(tanh), Classification 
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3rd Game: Circle, 2 neurons(tanh), Classification(Cont.) 

It is very clear. The classification is not good.

We have put 2 neurons(tanh), still cannot get satisfied 

result. 

Why? Let’s check each of the neuron.
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3rd Game: Circle, 2 neurons(tanh), Classification(Cont.) 
By checking the each one of the neuron. 2 neurons are not enough. Let’s add 

one more neuron to do again.
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3rd Game: Circle, 2 neurons(tanh), Classification(Cont.) 
3 neurons working together.
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4rd Game: ReLu vs Sigmoid
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4rd Game: ReLu vs Sigmoid（Cont.)
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4rd Game: ReLu vs Sigmoid（Cont.)
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5th Game: ReLu vs Sigmoid Speed
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6th Game: Watching ReLU, tanh, Sigmoid in neurons 
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6th Game: Watching ReLU, tanh, Sigmoid in neurons(Cont.) 
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7th Game: Spiral 
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7th Game: Spiral (Cont.)

With the training, the weight changing.
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7th Game: Spiral (Cont.)
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8th Game: Overfitting & Regularization
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8th Game: Overfitting & Regularization（Cont.）
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