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AGENDA

• DDR Bus Topology Overview

• Data Bus

• MCK and Address Bus

• DDR TOOLS ‒ QCVS

• IO Buffer Models for DDR

• Basic Simulation Examples

• PCB Design Considerations for DDR 
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DDR BUS TOPOLOGY 

OVERVIEW
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DDR Bus Overview

• Source Synchronous Bus

• Large, parallel bus

• Bus timing

− Strobe to Data (DQS to DQ)

 DDR Dual Data Rate – DDR bus is DQ

− Clock to Address/Command/Control (MCK to ADDR,CMD,CNTL)

 Not Double Data Rate

− Clock to Strobe (MCK to DQS)

• PCB Applications

− DIMM-based

− Memory-Down Discrete-Memory based 
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DIMM-based Design

• PCBs with DIMM connector

• Note Data vs. Address Bus

• Number of Layers

• Alternating Layers for Byte Lanes

• Mostly/usually stripline routes

CPU

DDR DIMM Connector

CPU

DDR DIMM Connector
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Memory-Down Design

• PCBs with on-board memory

• Note Data vs. Address Bus

• Lighter loads often

• If lower layer count PCB, can be congested

CPU

DDR Memories

DDR DIMM Connector

DDR Memories
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DATA BUS
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Data Bus Topology

• Driver

• Receiver

• PCB

• Termination on Board?

• Details to Optimize

− Driver Strength

− PCB Impedance

− Receiver ODT
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DQS-DQ

• DQS Diff Pair

• Byte Lane

• Read/Write De-Skew
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Byte Lanes

• Note Alternating 

Byte Lanes
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MCK AND ADDRESS 

BUS
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MCK, ADDR Bus Topology

• Show ADDR, MCK

• Driver

• Receiver

• PCB

• Termination on Board (Rtt)

• Mention DDR2 vs. DDR3 style

− DDR2 tee structure

− DDR3 fly by routing

Controller

Controller
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MCK – ADDR Bus

• MCK differential vs. ADDR SE

• Key Specs
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Write Leveling – MCK to DQS

• Write Leveling

− How to associate the serial routed MCK to the DQS?

− Show MCK loads vs. DQS route
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The need for write-leveling….

• tDQSS requirement: 

− DQS/DQS# rising edge to CK/CK# rising edge

− Clock to Strobe should be within a certain range for proper write operation to DDR SDRAMs

• tDQSS spec: +/- 0.25*tck
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What is Write Leveling

• During a write cycle, 

the skew between the 

clock and strobes is 

increased due to the 

fly-by topology. The 

write leveling will 

delay the strobe (and 

the corresponding 

data lanes) for each 

byte lane to 

reduce/compensate 

for this delay



PUBLIC USE16 #NXPFTF

Read Adjustment

CPU

Address, 

Command 

& Clock Bus

Data Lanes

Data strobe to data skew adjustment
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Write Adjustment

CPU

Address, 

Command 

& Clock Bus

Data Lanes

Write leveling used to add delay to 

each strobe/data line. 
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DDR TOOLS ‒ QCVS

18
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DDR Design Tools ‒ QCVS

• Selects best ODT value

• Selects Driver Strength

• CLK_ADJ
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Centering of the Clock Results

Click “cell” to choose Write level start and CLK_ADJ values. 
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DDR read ODT and Driver Strength – Test Results

Click “cell” to choose optimized ODT value. 
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DDR Write ODT and Drive Strength – Test Results

Click “cell” to choose optimized ODT value. 



PUBLIC USE23 #NXPFTF

Centering of the Clock ‒ After ODT Optimization

Centering of clock 

scenario was re-run 

after finding the right 

ODT values
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IO BUFFER MODELS 

FOR DDR

24
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DDR Bus IO Buffer Models

• Often simulated using IBIS

− IBIS (IO Buffer Interface Standard)

 Standard since 1993

 Simplified IO buffer model

 Data format to describe IO buffer

 Runs much faster than SPICE models, typically

− SPICE buffer models for large, parallel bus like DDR may take a while to simulate
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IBIS Data: DC Data

• Example Voltage vs. Current data from IBIS models

• Note Pullup, Pulldown, Clamp data

• Note ODT vs. Driver data
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IBIS Data: Transient Data

• Example Voltage vs. Time Data

• Note four sets of curves
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HSPICE DDR3/3L DDR3L/4 IO

• Recent Digital Networking Devices 

have added HSPICE IO buffer 

model support

• Encrypted HSPICE

• Matches IBIS results
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BASIC SIMULATION 

EXAMPLES

29
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Tee vs. Daisy Chain

• Basic options for connecting multiple loads

• Tee to multiple, parallel route

• Daisy chain, serial route

• SSTL (Stub Series Terminated Logic)
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Example of DQ optimization

• Sweep TX

• Sweep Zo

− 40, 50, 60 ohm shown at right

• Sweep RX ODT
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Example of DQS vs. DQ

• Note DQS vs. DQ for Writes vs. Reads

• DQS centered DQ in Specs for Writes

• DQS aligned with DQ in Specs for Reads



PUBLIC USE33 #NXPFTF

Example of MCK/ADDR Optimization

• Sweep TX

• Sweep Zo

• Sweep Rtt
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Example of MCK/ADDR Timing

• How to place MCK in 

ADDR eye

• 1T vs. 2T timing

• CLK_ADJ
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CLK_ADJ ‒ Clock Adjust

• CLK_ADJ defines the 

timing of the address and 

command signals relative 

to the DDR clock.
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Data Eye, Bit Time and Unit Interval

Bit Time or Unit Interval (UI)

Data Eye

Note:  GHz vs. Gbps

Clock: 1.0 GHz

• Rising Edge to Rising Edge: 

1000 ps

• Bit Time: 500 ps

• Data Rate: 1/Bit Time or 1/UI= 

1/500ps or 2 Gbps

So Data Rate is 2x “Clock”

But Nyquist frequency is “Clock” 

Rate or 2 GHz
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Die vs. Pin Probing

• Important for Read 

Timing Simulations 

if CPU has larger 

package size
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PCB DESIGN 

CONSIDERATIONS 

FOR DDR 

38
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PCB Related Items in Routing Guidelines

• Routing Order

• Byte Routing on different layers

• Trace Length Matching

• PCB Zo

• Trace Separation

• MCK to DQS limits

• Route vs. GVdd or Ground

• Split Planes
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DN HW Spec Specific Items

• No Slew Rate Derating

• Measure at Vref

• Slew Rate to Vref Translation

• Measure at Die, not Pin

• QCVS DDR tool for margins, 

optimization
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QUESTIONS?

41

Thanks For Your Time And Attention!





PUBLIC USE43 #NXPFTF

ATTRIBUTION STATEMENT

NXP, the NXP logo, NXP SECURE CONNECTIONS FOR A SMARTER WORLD, CoolFlux, EMBRACE, GREENCHIP, HITAG, I2C BUS, ICODE, JCOP, LIFE VIBES, MIFARE, MIFARE Classic, MIFARE 

DESFire, MIFARE Plus, MIFARE FleX, MANTIS, MIFARE ULTRALIGHT, MIFARE4MOBILE, MIGLO, NTAG, ROADLINK, SMARTLX, SMARTMX, STARPLUG, TOPFET, TrenchMOS, UCODE, Freescale, 

the Freescale logo, AltiVec, C 5, CodeTEST, CodeWarrior, ColdFire, ColdFire+, C Ware, the Energy Efficient Solutions logo, Kinetis, Layerscape, MagniV, mobileGT, PEG, PowerQUICC, Processor Expert, 

QorIQ, QorIQ Qonverge, Ready Play, SafeAssure, the SafeAssure logo, StarCore, Symphony, VortiQa, Vybrid, Airfast, BeeKit, BeeStack, CoreNet, Flexis, MXC, Platform in a Package, QUICC Engine, 

SMARTMOS, Tower, TurboLink, and UMEMS are trademarks of NXP B.V. All other product or service names are the property of their respective owners.  ARM, AMBA, ARM Powered, Artisan, Cortex, 

Jazelle, Keil, SecurCore, Thumb, TrustZone, and μVision are registered trademarks of ARM Limited (or its subsidiaries) in the EU and/or elsewhere. ARM7, ARM9, ARM11, big.LITTLE, CoreLink, 

CoreSight, DesignStart, Mali, mbed, NEON, POP, Sensinode, Socrates, ULINK and Versatile are trademarks of ARM Limited (or its subsidiaries) in the EU and/or elsewhere. All rights reserved. Oracle and 

Java are registered trademarks of Oracle and/or its affiliates. The Power Architecture and Power.org word marks and the Power and Power.org logos and related marks are trademarks and service marks 

licensed by Power.org. © 2015–2016 NXP B.V.


