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Transfer Learning
• The process whereby one uses 

neural network models trained in a 
related domain to accelerate the 
development of accurate models in 
your more specific domain of 
interest.

• Benefits:
➢ Speeds up learning
➢ Needs less data
➢ Can leverage the expert tuning of 

state-of-the-art models

DEEP LEARNING TRANSFER 
LEARNING

HOURS / DAYS MINUTES

CLOUD / machines 
with a lot of compute 

power

PC / directly on the 
EDGE

Large Datasets 
(millions of images)

Small Datasets (tens 
or hundreds)



PUBLIC 1

HOW IT WORKS
First layers learn low level 

features (edges, shapes, 

colors)

Last layers 

learn task 

specific 

features bald eagle, American eagle, Haliaeetus 

leucocephalus (score=0.79089)

ptarmigan (score=0.05057)

vulture (score=0.03411)

sulphur-crested cockatoo, Kakatoe

galerita, Cacatua galerita

(score=0.02719)

albatross, mollymawk (score=0.01506)

Snowy Owl

Image taken from https://www.pexels.com/
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