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AGENDA
ÅIndustry Trends

ÅBasic DDR SDRAM Structure

ÅSDRAM Differences

ÅGeneral Hardware and Software Design 

Guidelines and Tips

Åi.MX DRAM Register Programming Aid

ÅLayerscape DRAM Configuration and Validation

via QCVS Tools
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Session Introduction

ÅUnderstanding the DDR and memory controller fundamentals is key to a successful 
selection and design of a DDR interface

ÅIn this session you will learn about:

īIndustry trends and fundamentals

īDRAM Comparisons

īFactors to consider when deciding, designing and delivering DDR on your board

īAvailable DDR tools

ÅWho would benefit by attending this session?

īHardware, software and system design engineers planning to implement a DDR interface in their 
design

ÅSession length is 2 hours
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Two common types of DRAM Memory 

ÅDDR DRAM (focus on DDR4)

īTypically used in PCs, Servers and Embedded Applications

īAvailable in Discrete components and Modules

īLargest total capacity 

īECC, CRC and parity protection for high reliability systems

ÅLPDDR DRAM (focus on LPDDR4)

īUsed in Mobile and Automotive Applications (often battery powered)

īDiscrete components (small packages)

īLow Power

īMulti-Channel Architecture

ÁHighest Speed

ÁConfiguration Flexibility 
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Industry Trends
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Industry Trend 

ÅDDR4 DRAM pricing is lower or same as DDR3\3L. The pricing crossover occurred 

around Q4 of 2015. Similarly, LPDDR4 is expected to crossover LPDDR3 in 2018.

ÅProduction DDR4 DRAM, DIMMs and LPDDR4 are available from most DRAM 

vendors.

ÅThe first NXP device with DDR4 support, T104x product, taped out in Q42013.The 

LS1043A also supports DDR4. Nearly 4 years of product experience with DDR4.

ÁMany current and all future QorIQ products including T1, LS1, and LS2 products will support 

DDR4.

ÅThe first NXP device with LPDDR4 support is the i.MX8 Family.
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DDR3, DDR4 and LPDDR ïMajor Vendors

Supported by all major memory vendors
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DRAM Migration Roadmap

2016 2017 2018 2019

DDR 1% 1% 1% 1%

DDR2 2% 1% 1% 1%

DDR3 32% 20% 14% 8%

DDR4 65% 78% 84% 91%
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DDR3/DDR3L/DDR4 Power Saving

ÅDDR3 DRAM provides 20% power 

savings over DDR2

ÅDDR3L DRAM provides 10% power 

savings over DDR3

ÅDDR4 DRAM provides 37% power 

savings over DDR3L
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LPDDR2/LPDDR3/LPDDR4 Power Saving

ÅLPDDR2 DRAM provides 36% 

power savings over LPDDR1

ÅLPDDR3 DRAM provides 10% 

power savings over LPDDR2

ÅPLDDR4 DRAM provides 37% 

power savings over LPDDR3

Reductions in operating voltage - LPDDR

1.8V (LPSDR, LPDDR)

1.2V (LPDDR2, LPDDR3)

1.1V, 0.6V (LPDDR4/LPDDR4X)
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DDR SDRAM Highlights and Comparison

Feature/Category DDR3 DDR4 LPDDR4

Package BGA only BGA only BGA. PoP, Bare Die

Densities 512Mb -8Gb 2Gb -16Gb 2Gb to 16Gb per channel

Data Bus Organization x4, x8, x16 x4, x8, x16 x32, (2 channels, x16),

x64 (4 channels, x16)

Voltage DDR3L:1.35V Core & I/O

DDR3: 1.5V Core & I/O

1.2V Core

1.2V I/O, also 2.5V external VPP

LPDDR4: 1.1V, 1.8V Core & I/O

LPDDR4X: 0.6V

Data I/O

CMD, ADDR I/O

Center Tab Termination (CTT)

CTT

Pseudo Open Drain (POD)

CTT

LVSTL

Programable voltage swing

Internal Memory Banks 8 16 for x4/x8 (2 BG), 8 for x16 8 per channel

Data Rate DDR3/3L: 

up to2133/1866 MT/s

1600ï3200 MT/s 1600-3200 MT/s

(possible 4266 MT/s)

VREF VREFCA & VREFDQ external VREFCA external

VREFDQ internal 

CA Vref Internally Generated, 

Command Bus Training

Data Strobes/Prefetch/Burst 

Length/Burst Type

Differential/8-bits/BC4, BL8/ 

Fixed, OTF

Same as DDR3 BL16, BL32
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DDR SDRAM Highlights and Comparison (contôd)

Feature/Category DDR3 DDR4 LPDDR4

CRC Data Bus & C/A Parity No Yes No

Connectivity test  (TEN pin) No Yes No

Bank Grouping No Yes No

Data Bus Inversion No Yes Yes

Write Leveling  / ZQ / Reset Yes Yes Yes

ACT_n new pin & command No Yes No

Low power auto self-refresh No Yes Yes

VREFDQ calibration No Yes Yes
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Basic DDR SDRAM Structure



PUBLIC 13

Single Transistor Memory Cell

S D

G

Cbit Ccol

Row (word) line

Column (bit) line

ñ1ò => Vcc

ñ0ò => Gnd

Vcc/2

ñprechargedò to Vcc/2

Storage 

Capacitor
Parasitic Line 

Capacitance

Access 

Transistor
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Memory Arrays

R
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D
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SENSE AMPS & WRITE DRIVERS

COLUMN ADDRESS DECODER

W0

B0

W1

W2

B1 B2 B3 B4 B5 B6 B7

Row Buffer



PUBLIC 15

Internal Memory Banks

ÅMultiple arrays organized into banks

ÅMultiple banks per memory device

īDDR3 ï8 banks,  and 3 bank address (BA) bits

īDDR4 ï16 banks with 4 banks in each of 4 sub bank groups

īCan have one active row in each bank at any given time

ÅConcurrency

īCan be opening or closing a row in one bank while accessing 
another bank

Bank 0

Row 0

Row 1

Row 3

Row 2

Bank 1 Bank 2 Bank 3

Row

Buffers

Row é
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Memory Access

ÅA requested row is ACTIVATED

and made accessible through the 

bankôs row buffers

ÅREAD and/or WRITE are issued 

to the active row in the row 

buffers

ÅThe row is PRECHARGED and 

is no longer accessible through 

the bankôs row buffers

Example: DDR4-2133

Open Page = 2.133Gb/s maximum bandwidth 

Closed Page = 199Mb/s maximum bandwidth 

10x performance advantage to read and write from an open page
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DDR2-533 Read Timing Example

Trcd (ACTTORW ) = 4 clk

Tck = 3.75 ns

Tccd = 2 clk Trtp (RD_TO_PRE) = 2 clk

BA, ROW BA, COL BA, COL BA

ACTIVE READ READ PRECHARGE

CASLAT = 4 clk

D0 D1 D2 D3 D0 D1 D2 D3

Trp (PRETOACT) = 4 clk

Mem Clk

/CS

/RAS

/CAS

/WE

Address

DQS

DQ
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Example ï8Gb DDR4 SDRAM 

ÅMicron MT40A1G8

Å1024M x 8 (64M x 8 x 16 banks)

Å8 Gb total

Å16-bit row address

ī64K rows

Å10-bit column address

ī1K bits/row (1KB in x8 data with DRAM)

Å2-bit group and 2-bit bank address

ÅDATA bus: DQ, DQS, /DQS, DM (DBI)

ÅADD bus: A, BA, GB, ACT, /CS, /RAS, /CAS, 
/WE, ODT, CKE, CK, /CK, PAR,

/ALERT 
DATA busADD bus

16
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Example ïDDR4 UDIMM 

ÅMicron MTA9ASF51272AZ

Å9 each 512M x 8 DRAM devices

Å512M x 72 overall

Å4 GB total, single ñrankò

Å9 ñbyte lanesò

Two Signal Bus

Å1- Address, command, control, and 
clock signals are shared among all 9 
DRAM devices

Å2- Data, strobe, data mask not shared

32M x 8

/CS

/RAS

/CAS

/WE

CKE

CK

/CK

A[12:0]

BA[1:0]

DQ[7:0]

DQS 

/DQS

DM

ODT

32M x 8

/CS

/RAS

/CAS

/WE

CKE

CK

/CK

A[12:0]

BA[1:0]

DQ[7:0]

DQS 

/DQS

ODT

MDQ[0:7], MDQS0, MDM0

MDQ[48:55], MDQS6, MDM6

MDQ[8:15], MDQS1, MDM1

MDQ[16:23], MDQS2, MDM2

MDQ[24:31 MDQS3, MDM3

MDQ[32:39], MDQS4, MDM4

MDQ[40:47], MDQS5, MDM5

MDQ[56:31], MDQS7, MDM7

ECC[0:7], MDQS8, MDM8

/CSn ODTn

DM
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DRAM Module Type
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Fly-By Routing Topology

ÅIntroduction of ñfly-byò architecture 

īAddress, command, control & clocks

īData bus (not illustrated below) remains unchanged, ie, direct 1-to-1 connection between the 
Controller bus lanes and the individual DDR devices.

īImproved signal integrityéenabling higher speeds

īOn module termination

Controller

VTTFly by routing of clk, command and ctrl

Controller

Matched tree routing of clk command and ctrl

DDR2 DIMM

DDR3 DIMM
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DDR3 Fly By RoutingDDR2 Matched Tree Routing

Fly-By Routing Improved SI
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What Is Write Leveling? 
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Write Adjustment

Address, 

Command 

& Clock Bus

Data Lanes

Write leveling sequence during the initialization process will determine the 

appropriate delays to each data byte lane and add this delay for every write cycle.

ÅWrite leveling used to add delay 

to each strobe/data line. 

NXP
Chip
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Read Adjustment

NXP
Chip

Address, 

Command 

& Clock Bus

Data Lanes

Auto CPO will provide the expected arrival time of preamble for each strobe line of each 

byte lane during the read cycle to adjust for the delays cased by the fly-by topology.  

ÅAutomatic CAS to preamble 

calibration 

ÅData strobe to data skew 

adjustment
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CLK_ADJ - Clock Adjust

ÅCLK_ADJ defines the timing of the address and command signals relative to the 

DDR clock.
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Example ïgeneric LPDDR4 SDRAM 

Å2 Channels per die

Å1, 2 or 4 Die per package

Å8 Banks per channel

Å2Gb to 16Gb Density range per channel

ÅDATA bus: DQ, DQS_t, DQS_c, DMI

ÅADD bus: CA, OTD_CA, CS, CKE, CK_t, 

CK_c

CK_c_A

CKE_A

CS_A

CA[5:0] _A

ODT_CA_A

DQ[15:0] _A

DQS[1:0]_t _A

DMI[1:0] _A

DQS[1:0]_c_A

DATA

DATA 

STROBE(s)

DATA MASK 

INVERSION
CK_t_A

COMMAND & ADDRESS

ODT for CA bus

CHIP SELECT

CLOCK

CLOCK 

ENABLE

CK_c_B

CKE_B

CS_B

CA[5:0] _B

ODT_CA_B

DQ[15:0] _B

DQS[1:0]_t _B

DMI[1:0] _B

DQS[1:0]_c_B

DATA

DATA 

STROBE(s)

DATA MASK 

INVERSION
CK_t_B

COMMAND & ADDRESS

ODT for CA bus

CHIP SELECT

CLOCK

CLOCK 

ENABLE

channel A

channel B

LPDDR4 Single Die

ADD Bus DATA Bus
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Example ïLPDDR4 Arrangements ïSingle Die (2 Channels)

CA Pins: 12

DQ Pins: 32

CS Pins: 2

Banks: 16

Fetch (bytes): 32

LPDDR4

Channel

D
A

T
A

C
A

C
S

LPDDR4

Controller

LPDDR4

Channel

D
A

T
A

C
A

C
S

Multi-Channel

LPDDR4

Controller

LPDDR4

Channel

LPDDR4

Channel

C
S

SHARED- AC

D
A

T
A

C
S

D
A

T
A

Shared-AC

LPDDR4

Controller

LPDDR4

Channel

LPDDR4

Channel

SHARED AC

C
S

S
H

A
R

E
D

 D
A

T
A

C
S

Multi-Rank/Serial

LPDDR4

Controller

LPDDR4

Channel

LPDDR4

Channel

SHARED AC

D
A

T
A

D
A

T
A

S
H

A
R

E
D

 C
S

DDR/Parallel

CA Pins: 6

DQ Pins: 32

CS Pins: 2

Banks: 16

Fetch(bytes): 32/64

CA Pins: 6

DQ Pins: 32

CS Pins: 1

Banks: 8

Fetch(bytes): 64

CA Pins: 6

DQ Pins: 16

CS Pins: 2

Banks: 8

Fetch(bytes): 32

Single Die
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Example ïLPDDR4 Arrangements ï2 Die (4 Channels)

LPDDR4

Channel

D
A

T
A

C
A

C
S

LPDDR4

Controller

LPDDR4

Channel

D
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A
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S

LPDDR4

Channel

D
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A

C
A

C
S

LPDDR4

Channel

D
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T
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C
A

C
S

Multi-Channel

LPDDR4

Controller

LPDDR4

Channel

LPDDR4

Channel

LPDDR4

Channel

LPDDR4

Channel

C
S

SHARED- AC

SHARED- AC

D
A

T
A

C
S

D
A
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A
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S
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A

C
S

D
A

T
A

Shared-AC
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Example ïLPDDR4 Arrangements ï2 Die (4 Channels)  contôd

LPDDR4
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LPDDR4

Channel

SHARED AC

C
S

S
H

A
R

E
D

 D
A

T
A

C
S

LPDDR4

Channel

LPDDR4

Channel

SHARED AC

C
S

S
H

A
R

E
D

 D
A

T
A

C
S

Multi-Rank/Serial

LPDDR4

Controller

LPDDR4

Channel

LPDDR4

Channel

SHARED AC

D
A

T
A

D
A

T
A

S
H

A
R

E
D

 C
S

LPDDR4

Channel

LPDDR4

Channel

SHARED AC

D
A

T
A

D
A

T
A

S
H

A
R

E
D

 C
S

DDR/Parallel
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LPDDR4 Package

Micron LPDDR4

FLASH & LPDDR in PoP configuration

LPDDR4 Die 

Layout
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SDRAM Differences
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DDR3 vs. DDR4 DRAM Pinouts

ÅDDR4 Pins Added

īVDDQ (2) : 1.2V pins to DRAM

īVPP (2): 2.5V external voltage source for DRAM internal word line 
driver

īBG (2): Bank Group (2): pins to identify the bank groups

īDBI_n: Data Bus Inversion

īACT_n: Active command 

īPAR: Parity error signal for address bus

īALERT_n:  Both, Parity error on C\A and CRC error on data bus

īTEN: Connectivity test mode

ÅDDR3 Pins Eliminated

īVREFDQ

īBank Address (1): one less BA pin 

īVDD (1), VSS (3), VSSQ (1)
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New Pin: ACT_n (Activate Command)

ÅACT_n is a single pin for Active command input

ÅWhen ACT_n is low:

īACT Command is asserted

īWE/CAS/RAS  pins will be treated as address pins 

(A14:A16)

ÅWhen ACT_n is high

īWE/CAS/RAS pins will be treated as command pins
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LPDDR3 vs. LPDDR4 DRAM Pinouts

ÅChange from a 10-bit DDR command/address bus to a 6-bit SDR bus

īAddress and Commands are encoded on CA lines

īAddresses and Commands distributed over multiple cycle

ÅChange from one 32-bit wide bus to two independent 16-bit wide buses

īx32, (2 channels, x16), x64 (4 channels, x16) 
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DRAM Densities DDR3 vs. DDR4

Å16 Banks for x4 and x8 DRAM DDR4, 8 Banks for x16

Å8Gb is DRAMs vendors choice for starting DDR4 density

ÅLarger memory size is one reason to use x4 vs. x8 vs. x16 DRAM

ÅData mask or data bus inversion (DBI), not available in x4 DRAM

Density 1Gb 2Gb 4Gb 8Gb 16 Gb
Width x4 x8 x16 x4 x8 x16 x4 x8 x16 x4 x8 x16 x4 x8 x16

D
D

R
3

Banks 8 8 8 8 8 8 8 8 8 8 8 8

Rows 14 14 13 15 15 14 16 16 15 16 16 16

Columns 11 10 10 11 10 10 11 10 10 12 11 11

Page Size (KB) 1 1 2 1 1 2 1 1 2 2 2 2

D
D

R
4

Banks 16 16 8 16 16 8 16 16 8 16 16 8

Rows 15 14 14 16 15 15 17 16 16 18 17 17

Columns 10 10 10 10 10 10 10 10 10 10 10 10

Page Size (KB) 0.5 1 2 0.5 1 2 0.5 1 2 0.5 1 2
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DRAM Densities progression in LPDDR

ÅLPDDR 

ī512Mb to 8Gb

ÅLPDDR2 

ī512Mb to 16Gb

ÅLPDDR3 

ī4Gb to 32Gb

ÅLPDDR4 

ī4Gb to 32Gb (2Gb to 16Gb per channel)
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Modules DDR3 vs. DDR4

ÅU/RDIMM Pin count of 240 vs. 288, pin pitch of 1.0mm vs. 0.85mm

ÅBottom edge flat vs. step ramp. Height & width increased by ~1mm

ÅDRAM ball count and ball pitch not changed

ÅDIMM topology of fly by for address/command bus not changed

ÅSoDIMM pin count of 204 vs. 260

ÅSoDIMM will have native ECC support vs. non-compatible pin out in DDR3 
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Burst Length

ÅDDR4 normally has Burst Length of 8 (BL8)

ÅDDR4 also support pseudo Burst Length of 4 (BC4, OTF BC)

D D D D D D D D D D D D D D D D

D D D D D D D D D D D D D D D D

BL8

Burst Chop 4

A12 = High

Read Read

bubble bubble

Clock

Command

Data

ÅLPDDR3 Burst Length of 8 (BL8)

ÅLPDDR4 Burst Length of 16 (BL16)
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DDR4 Output Driver/Termination

ÅCenter tap termination is used in DDR3 receiver

ÅPOD termination or pull up is used in DDR4 receiver

ÅPush-Pull driver in DDR3 and POD driver in DDR4

ÅLess power is consumed using POD driver & termination
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LPDDR4 Output Driver/Termination
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New Pin: DBI_n (Data Bus Inversion)

ÅActive low input/output for data bus inversion mode

ÅAvailable only on x8 and x16 DRAM

ÅPROs: Less noise, better data eye and lower power consumption

ÅCONs: Performance is affected due to data mask not being available and CAS_LAT is increased by 
2 clocks.

Controller Interconnect DRAM

DQ0 0 1 0 0 1 1 0 1 0 1 0 0

DQ1 1 1 0 0 0 1 0 1 1 1 0 0

DQ2 0 0 0 0 1 0 0 1 0 0 0 0

DQ3 0 1 1 0 1 1 1 1 0 1 1 0

DQ4 0 1 0 0 1 1 0 1 0 1 0 0

DQ5 1 0 1 0 0 0 1 1 1 0 1 0

DQ6 1 1 1 0 0 1 1 1 1 1 1 0

DQ7 0 0 1 0 1 0 1 1 0 0 1 0

DBI_n 0 1 1 0

# low bits 5 3 4 8 4 3 4 1
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Data Bus Inversion - DBI

ÅIf more than 4 bits of a byte lane are low, invert the data and drive the DBI_n pin 

low

ÅIf 4 or less bits of a byte lane are low, do not invert the data and drive the DBI_n

pin high

Controller Data Bus Memory

DQ0 0 1 0 0 1 1 0 1 0 1 0 0

DQ1 1 1 0 0 0 1 0 1 1 1 0 0

DQ2 0 0 0 0 1 0 0 1 0 0 0 0

DQ3 0 1 1 0 1 1 1 1 0 1 1 0

DQ4 0 1 0 0 1 1 0 1 0 1 0 0

DQ5 1 0 1 0 0 0 1 1 1 0 1 0

DQ6 1 1 1 0 0 1 1 1 1 1 1 0

DQ7 0 0 1 0 1 0 1 1 0 0 1 0

DBI_n 0 1 1 0

# low bits 5 3 4 8 4 3 4 1
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New Pin: BGn (Bank Group Address)

ÅDifferent timing within a group and 

between groups

īActive to active (tRRD_L)

īWrite to read (tWTR_L)

īRead to read (tCCD_L)

īWrite to write (tCCD_L)

ÅController to maintain timing 

requirements for both within a group 

(long) and between groups (short)

B0 B1

B2 B3

B0 B1

B2 B3

B0 B1

B2 B3

B0 B1

B2 B3

Short

Long

Data rate 1600 1866 2133 2400

tCCD_S 4 4 4 4

tCCD_L 5 5 6 6



PUBLIC 45

New Pin: ALERT_n & Cyclic Redundancy Check (CRC)

ÅAlert_n ïActive low output signal that indicates an error event for reporting C/A 

parity and data write CRC errors

ÅPolynomial encoding is used to generate the CRC, 8-bits per write burst

ÅPROs: Better reliability by detecting data errors during write cycles 

ÅCONs: Two beats added to the write burst to transfer the CRC header

*Not the same as ECC
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New Pin: PAR (Address Bus Parity)

ÅC/A Parity signal (PAR) covers ACT_n, RAS_n, CAS_n, WE_n and the address bus. 
Control signals CKE, ODT, CS_n are not included

ÅCommands must be qualified by CS_n

ÅAlert_n used to flag error to memory controller

ÅPROs: Better reliability

ÅCONs: PL (4clk for 2133, 5clk for 2400) is added to read latency
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Cyclic Redundancy Check (CRC)

ÅAlert_n ïActive low output signal that indicates an error event for both the C/A 
Parity Mode and the CRC Data Mode

ÅCRC Data mode:

īTo detect data errors during write cycles . 

īPolynomial encoding is used to generate the CRC for every 8-bit

īTwo beats added to the write burst to transfer the CRC header

īDRAM generates a CRC checksum per each write burst and DQS lane

īDRM compares the generated checksum to controllers checksum

īIf Data Mask is disabled, corrupt data is written, with the Alert_n flag sent to controller to 
retry the write.

īIf Data Mask is enabled, corrupt data is not written, with the Alert_n flag sent to controller 
to retry the write.
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Data Write CRC

ÅExample data mapping with CRC for 8-bit, 4-bit and 16-bit devices

ÅNote: not the same as ECC
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Data Write CRC (continued)
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Low-Power Auto Self Refresh 

ÅDDR4

īWhile DRAM is in self-refresh mode, 
four refresh mode options available:

ÁManual mode, normal temperature (45C ï85C)

ÁManual mode, extended temperature (85C ï95C)

ÁManual mode, reduced temperature (0C ï45C)

ÁAutomatic mode: automatically switches between 
modes based on temperature sensor measurements

īPower savings by reducing refresh rate when possible

ÅLPDDR4

īTemperature-compensated self refresh (TCSR) mode

īPartial-array self refresh (PASR)

Auto Self Refresh DDR4 DDR3

Extended Rangeурɕ/-фрɕ/урɕ/-фрɕ/

Normal Range прɕ/-урɕ/
лɕ/-урɕ/

Reduced Range лɕ/-прɕ/
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Temperature Controlled Auto Refresh

ÅEnabled or disabled in MR4

ÅIn extended temp mode controller sends refresh commands every 3.9us

ÅDRAM based on the internal temp sensor will skip refresh commands automatically 

to save power
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Command Address Latency (CAL) 

ÅDDR4 supports CAL as a power savings feature 

ÅIn default mode, DRAM C/A input receivers are always on

ÅIn CAL mode, only CS receiver is always on. All remaining C/A input receivers are 

kept in a low power state when not in use. CS signal is sent N number of cycles 

earlier to allow DRAM time to wake up C/A input receivers




